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TV distance: $\mathrm{d}_{\mathrm{TV}}(t):=\max _{x \in \mathscr{X}} \max _{A \subseteq \mathscr{X}}\left|\mathbb{P}_{x}\left(X_{t} \in A\right)-\pi(A)\right|$

- decreasing from nearly 1 to 0
- sub-multiplicative: $\mathrm{d}_{\mathrm{TV}}(t+s) \leq 2 \mathrm{~d}_{\mathrm{TV}}(t) \mathrm{d}_{\mathrm{TV}}(s)$.

$$
\frac{1}{t} \log \mathrm{~d}_{\mathrm{TV}}(t) \xrightarrow[t \rightarrow \infty]{ } \quad-\operatorname{gap}(\mathscr{L})
$$

Relaxation time: $\mathrm{t}_{\mathrm{REL}}:=\frac{1}{\operatorname{gap}(\mathscr{L})}$
Mixing time: $\mathrm{t}_{\text {MIX }}(\varepsilon):=\min \left\{t \geq 0: \mathrm{d}_{\mathrm{TV}}(t) \leq \varepsilon\right\}$
Goal: estimate $\mathrm{t}_{\mathrm{MIX}}(\varepsilon)$ when $\varepsilon \in(0,1)$ is fixed and $|\mathscr{X}| \gg 1$.
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Corollary 1: $\operatorname{gap}(\mathscr{L})=\lambda_{1}$.
$\triangleright$ Non-conservative analogue of Aldous' spectral gap conjecture, famously proved by Caputo, Liggett \& Richthammer (2010).
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Corollary 2: there is a universal constant $c(\varepsilon, \rho)$ such that

$$
\mathrm{t}_{\mathrm{MIX}}(\varepsilon)-\mathrm{t}_{\mathrm{MIX}}(1-\varepsilon) \leq \frac{c(\varepsilon, \rho)}{\text { gap }}
$$

In particular, cutoff occurs under the so-called product condition:

$$
\text { gap } \times \mathrm{t}_{\text {MIX }} \gg 1
$$

- Proposed by Peres '04 as an effective criterion for cutoff.
- Always necessary for cutoff (because $\mathrm{t}_{\text {MIX }}(\varepsilon) \geq \mathrm{t}_{\text {REL }} \log \frac{1}{2 \varepsilon}$ )
- Insufficient in general (even for Abelian random walks...)
- Sufficient for birth-death chains (Ding, Lubetzky \& Peres '10) and for random walks on trees (Basu, Hermon \& Peres '17).
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$\triangleright$ Cutoff at time $\frac{\log n}{2 \lambda_{1}}$ as soon as $\phi_{1}$ is delocalized.
$\triangleright$ The upper-bound is a huge conjecture in the conservative case...
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$$
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$\triangleright$ But whether $Z$ is localized/delocalized should also play a role!
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Note that $\sum_{i=1}^{n} \mathbb{E}^{2}\left[Z_{i}\right]$ crucially improves over $\sum_{i=1}^{n} \mathbb{E}\left[Z_{i}\right]$.
Unfortunately, estimating $\left\|\frac{\mu}{\pi}-1\right\|_{L_{\pi}^{2}}$ is hard beyond product measures (c.f. "information percolation" by Lubetzky \& Sly).
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Conclusion: $\mu$ is close to $\pi$ if and only if $\sum_{i=1}^{n} \mathbb{E}^{2}\left[Z_{i}\right]$ is small.
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Corollary: our main estimate follows immediately!
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- Conservative case? (1D by Lacoin, 2016)


## Thanks！
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