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Presentation Roadmap

■ Background (Meelis)

□ Motivation, media, events, trading

■ Demo on 1000 stocks (Janice)

□ Article analysis, event study, trading strategy

■ Improve article analysis (Derek)

□ LSTM on IMDB and news headlines

■ Conclusion and future work (Meelis)
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The Dream of Textual Data
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Create artificial super-analyst:

1 Model of the world 
(context)

2 Detect novelties 
in the world

3 Predict novelties’ 
impact on stocks

Trade stocks 
for profit

100k / day

500m / day
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Motivation
Does text move prices?
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4PM 
UTC

5PM 
UTC

Tweet time
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Map of Media
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Able to extract & 
comprehend author’s 
argumentation

Recognise bias or 
irrelevance of info

Need context to 
interpret novelties

Why difficult?
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Interpreting Events for Trading Stocks
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Some events are much easier to interpret than others:

Prediction task World to be modelledNovel event Trading

Earnings surprise
?

Earnings surprise (%)

Return (%)

Quarterly earnings 
surprise

HFT on specific 
event classes

?
Ignore events, 
analyse word stats

Future earnings of 
the company

Company factory fire

What was in the warehouse

How was it going to be used

What % of revenue impacted

Human expert 
deep analysis

We focus on (relatively) “easy to interpret” events in our experiments
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How does article analysis work in practice?
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■ Use commercial analyser from RavenPack

□ Detect entities and produce sentiment scores for articles

□ Processes millions of articles per year from over 10,000 sources

□ History back to 2000
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Who is it about? 
Detect entities
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Who is it about? 
Detect entities… & measure relevance to the article
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6

99
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What is it about? 
Event detection, event relevance and sentiment
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Group: acquisition
Relevance: 80
Sentiment: 0.58

Group: stock-price
Relevance: 50
Sentiment: 0.47

Group: revenue
Relevance: 30
Sentiment: 0

Group: merger
Relevance: 25
Sentiment: 0.63

Group: earnings
Relevance: 0
Sentiment: 0
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Scoring News
Traditional approaches
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Approach:

■ Detect entities and relevance

■ Detect events

■ Score sentiment of events and article

Events: 

■ Templates defined by financial experts 

■ Location determines the relevance of the 
event in a story. Higher up in the article has 
a higher relevance score.

■ Novelty: How long since we detected an 
event of the same category.

■ Tend to be easy to interpret types

Sentiment scores for highly relevant and novel 
events may be better predictors.
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News event study

Lets look at stock returns around events:

• ~1000 European stocks

• Filter data by 

• Relevance > 90 (headlines)

• Novelty > 90 days

• Build daily signal

• Group data by Event Sentiment
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Positive events Negative events

Returns of positive and negative sentiment stocks 
tend to be in the right direction

Some of the move is before the event
• Information leakage
• Data lag
• Some of the news is about price moves!
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From event study to a trading strategy
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• Consider “residual returns” (stripping out other signals) Rt+1 = B(t)*F(t) + ut+1

• Regress next day returns against Event Sentiment ui, t+1 = α + log(ESIi,t+1) β + εi,t+1

• Positive beta and gross performance, but some recent decay and high turnover (trade costs)

• Can we do better?
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Challenges in Sentiment Analysis
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RavenPack's sentiment analyser is a high precision, low recall system: it 
performs well on a set of short text extracts but cannot be extended to longer 
sentences.

RavenPack extracts “Sainsbury Acquisition of ASDA” in the above headline, and 
incorrectly labels it “positive”.

RavenPack is prone to mislabeling “complicated” headlines, especially long 
headlines or those containing negating clauses.
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How often can we trust the sentiment scores?
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RavenPack often does not consider entire headlines when computing the ESS.

Event-texts containing negating clauses represent about 1.5% of total events.
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Bag-of-Words Embedding
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Most sentiment classifiers use a bag-of-words embedding with a regression-based 
classifier, like logistic regression or naive Bayes.
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Linguistic Structure Analysis

17



© Cantab – Part of GAM Systematic. Authorised and Regulated by the Financial Conduct Authority.

A Primer on Neural Networks
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Neural networks attempt to “learn” the function 𝔼[𝑦|𝐱] for labels $y \in \{0,1\}$ and 
feature-vector 𝐱 ∈ ℝ𝑛.

The function it learns has the form

𝐴𝑛𝜎 …𝐴2𝜎 𝐴1𝐱 + 𝑏1 + 𝑏2… + 𝑏𝑛

where 𝜎 is a nonlinear function (like tanh) applied element-wise.
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A Primer on RNN’s
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RNN's incorporate self-recurrent connections to “remember” long-term dependences 
within data. This makes them particularly well-suited for sequence generation and 
prediction tasks (Tai et al.,2015).

Training RNN's is unstable because the gradients related to self-recurrent connections 
can grow/shrink exponentially.

Long-short-term-memory (LSTM) networks ameliorate this problem by 
“forgetting” intelligently.
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Numerical Experiments
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We tested our LSTM on two datasets: 

IMDB movie reviews (a standard dataset for testing sentiment analyzers)

“The Emoji Movie is a very powerful, moving film…”

RavenPack extracted headlines with sentiment score

“Sainsbury Acquisition of ASDA Represents Opportunity but also Risk.”

We compare our model to a logistic-regression baseline.

Performance measured using ROC curves, precision-recall curves, and 
accuracy (percentage of labels predicted correctly).
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Dataset details (1/2)
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IMDB Dataset:

12,500 positive, 12,500 negative reviews in total 

After data processing, only 2,120 positive and negative reviews remained 

(70/20/10) training/testing/validation split

Equal parts positive and negative reviews in each split
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Dataset details (2/2)
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RavenPack ESS:

20,000 positive, 20,000 negative news snippets

Considered only news snippets from headlines

(70/20/10) training/testing/validation split

Equal parts positive and negative sentiment in each split
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Performance Measures
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Precision-Recall curve: 

Precision:
True Positives

True Positives + False Positives

Recall:
True Positives

True Positives + False Negatives

ROC curve: true positive rate by false positive rate

For both plots, larger area under the curve implies better model 
performance.



© Cantab – Part of GAM Systematic. Authorised and Regulated by the Financial Conduct Authority.

Results on IMDB Dataset
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Our model achieves an accuracy of 86%, which is comparable to the state-of-the-art, 
89% (Maas et al., 2011).

The LSTM significantly outperforms the logistic-regression baseline, suggesting that the 
sentiment of movie reviews is dependent on semantic structure.
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Results on News Headlines
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The LSTM offers a slight improvement over logistic regression, suggesting semantic 
structure affects sentiment in news extracts.
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How our LSTM “Reads”
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The LSTM performs better than the baseline on “complex” sentences, and can “change 
its mind” much more fluidly than the logistic regression model.
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Conclusion & Future Work

■ Textual data moves prices

■ Challenging problem

□ Need to focus the task (which sources, events, strategies) intelligently

■ Evaluation of a stand-alone news signal

□ Demonstrated strategy a using commercial news analyser

□ Reasonable gross returns profile

■ Improvements to sentiment analysis

□ Promising results from LSTM

□ Potential future intern projects, 

‒ deep learning on longer documents

‒ Improved interpretation of harder-to-interpret event categories (e.g. products-
services)
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