
What are the ethics challenges?

Sampling paradigm?

Setting

1 Ubiquitous sensing: data is
collected automatically.

2 Human subjects data.

3 No sampling paradigm: instead
data=all?

4 Bias by (lack of) design: e.g.
Twitter data generated by
Hurricane Sandy, StreetBump
smartphone app.

5 Fidelity and generalizability: see
for example precision medicine.

6 Prediction vs Estimation. Modern forms of data.



What is a data scientist’s responsibility?

Fairness & Transparency

Ingredients

1 Statistics are collected
automatically from our daily
lives ⇒ surveillance society?

2 Transparency: with very large
amounts of complex data, and
complex algorithms, how are
decisions taken?

3 Fairness: What does fair mean?

4 Consent: should data be given
away for perpetuity?
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Abstract
The California Department of Corrections and Rehabilitation has adopted 
Correctional Offender Management and Profiling Alternative Sanctions 
(COMPAS), an actuarial risk- and needs-assessment instrument, as part of 
its reentry supervision and parole planning procedure. A large-scale 3-year 
prospective study was conducted to assess the instrument with regard to 
how well it predicted whether a parolee would be rearrested for (a) any 
crime and (b) a violent offense. This study followed, for up to 2 years, a total 
of 91,334 parolees who had been assessed with COMPAS prior to reentry 
into the community. The instrument achieved an acceptable level of predic-
tive validity in general rearrests with an area under the curve value of 0.70, 
but its predictive power for subsequent violent offenses fell short of this 
conventional threshold. Moreover, a parsimonious model using four known 
risk factors from existing official records (i.e., gender, age, age of first arrest, 
and the number of prior arrests) performed just as well in predicting subsequent 

Article

Fair? Transparent?



Data Governance

Impacts of data usage and algorithms

Ingredients

1 Government interest–UK GO
Science & White House

2 Royal Society and British
Academy project on data
governance

3 IEEE: Ethical Considerations in
Artificial Intelligence and
Autonomous Systems

4 Should there be an explicit
data science code of ethics
and behaviour?

ETHICALLY  
ALIGNED DESIGN

A Vision for Prioritizing Human Wellbeing with
Artificial Intelligence and Autonomous Systems

Version 1 - For Public Discussion

Machine learning: 
the power and promise  
of computers that learn  
by example

SUMMARY



The Growing Ubiquity of Algorithms in Society

Implications, Impacts and Innovations

30–31 Dec 2017, London, UK

1 Machine Learning and the Law

2 Algorithms, from regulation to
privacy and trust

3 Algorithms with societal impact

4 Analytics for human health
Hooke Discussion Meeting:
Royal Society.

• Confirmed speakers: David Madigan, Chloé-Agathe Azencott,
Christina Blacklaws, Kay Firth-Butterfield, Mireille
Hildebrandt, Chris Reed, Rebecca Endean, Hetan Shah, . . .

• Organizers: Sofia Olhede, Patrick Wolfe, Tony McEnery, Neil
Lawrence


