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Traditional Statistical Data Analysis
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Iris Data (red=setosa,green=versicolor,blue=virginica)

Fisher (1936) Iris Data
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Functional Data Analysis

234 RICE AND SILVERMAN [No. 1, 

60 / 
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Fig. 1. Observed records of angular rotations of the hip in the saggital plane over one gait cycle in each 
of 39 subjects 

there is considerable variability. In Section 2 we shall discuss the estimation of an 
overall mean function while the question of the analysis of the variability about this 
mean will be considered in Section 3. The full data have the interesting aspect that 
there are several curves per subject, corresponding to the motions of different joints; 
the extension of our ideas to deal with such multicurve data is discussed in Section 4. 

We shall model the sample curves as being independent realizations of a stochastic 
process X(t) that has mean E {X(t) } = It (t) and covariance function cov {X(s), X(t) } 
= -y(s, t). We assume that there is an orthogonal expansion (in the L2 sense) of Ty in 
terms of eigenfunctions: 

'y(s, t) = E v f(s) kv(t). 
v 

A random curve from the population may then be expressed as 

X(t) = ,u(t) + E (v Xv(t) 
v 

where the (v are uncorrelated random variables with zero means and variances 
ESV2=yv. The deviation of each sample function from the mean is thus a sum of 
orthogonal curves with uncorrelated random amplitudes. We shall suppose that the 
mean curve and the first few eigenfunctions are smooth and the eigenvalues -yv tend to 
zero rather rapidly so that the variability is predominantly of large scale and is well 
described as a sum of a small number of smooth curves with random amplitudes. We 
note that a model in which X(t) is composed of a smooth sample function plus 
additive white noise can be incorporated into this framework by observing that the 
effect of white noise is to add a constant to each eigenvalue. 

For statistical analysis, we assume a collection of n sample curves, each observed at 
times t1, t2, . . ., tp . Thejth point on the ith curve will be denoted by Xi(tj) = Xij. Let F 
be the matrix with elements y(tj, tk), the covariance matrix of the observations on 
each curve. In our example the observations on each subject are taken at equally 
spaced intervals over the gait cycle, but the number of observations per subject ranges 
from 16 to 22 observations per cycle. Linear interpolation was used to produce 20 

Rice and Silverman (1991) Gait Data
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Modern Functional Data Analysis

  

Images

Monotonic Functions

Sounds

Manifold Valued 
Functional Data
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Dynamic Data

Resting state fMRI
Preprocessing
Anatomical alignment
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Simple Non-Euclidean Statistics

What is the mean of these four numbers: 10, 20, 340, 350?
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Simple Non-Euclidean Statistics
What is the mean of these four numbers: 10o, 20o, 340o, 350o?
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The cortical surface
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Surface Finite Element

Finite Element Basis (from Applied Mathematics)
Highly Computationally Efficient
Allows manifold nature to be incorporated into the statistics
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Smooth-Manifold FPCA
MV-PCA IHK-PCA K-fold-FPCA
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Linguistic Relationships
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Acoustic Phonetic Data

Un (one in French) Um (one in Portuguese)
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Example of Language Transformation
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Changing a speaker from one language to another
(Pigoli et al, arXiv, 2015)

  

French Portuguese

Number Seven
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, track 

9.769798



The Future - Joining Pure Maths, Applied Maths and
Statistics

  

Topological Data 
Analysis

Geometry and Statistics

Linking Applied 
Computational 
Analysis and 

Statistics
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The Future
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